Fall 2020 Homework 1 Sasha Golovnev
Matrix Rigidity Due 9/16/2020 Georgetown University

Problem 1 (Rigidity upper bound). Let F be a field, and let a matrix A € F”*™ be written as
o B A12
4= (Azl c > ’
where B € ]FT‘X’I”7A12 c ]Frx(nfr)yA21 c F(nfr)xr, Ce ]F(nfr)x(nfr).
Prove that if rank(B) = r and C = Ay B~ 1A, then
rank(A) = rank(B) = r.

Problem 2 (Linear codes). Prove that for every § < 1/2 and € > 0, there exists a subspace C' C F3 of
dimension k£ > n(1 — H(d) — ¢) such that for all non-zero x € C': ||z||; > dn. Here H(p) denotes the binary
entropy function

1 1
H(p) = plog, = + (1 — p)logy —— .
(p) p0g2p+( p)ogzl_p

In order to prove this, consider a greedy algorithm that sequentially adds k basis vectors which are dn-far
from all the vectors in the subspace. Use the following upper bound to prove that the greedy algorithm

always succeeds:
on
Z (”) < onH ()
i

i=0
Problem 3 (Cauchy determinant). Let F be a field containing at least 2n distinct elements denoted by

Z1,%2,..., %y and Y1,Y2,...,Yn. Let A € F*"*" be a Cauchy matrix: A;; = ﬁ Prove that
i Yj

B ngiqgn(%‘ —z:)(Yi — vj)
H1§¢,jgn($i —Y;)

det(A)

Conclude that det(A) # 0.

Problem 4 (Hadamard is not rigid for high rank). Let N = 2", and Hy € RV*¥ be the Walsh-Hadamard
matrix defined as follows.
1 1
Hy = (1 1) ’

= (v )
In particular, Hy = H", where ® denotes the Kronecker product.
In this exercise, we will prove that Hy has low rigidity for rank r > N/2. Namely, R, (N/2) < N.
o Let A € RV*YN have eigenvalues Aj,. .., A\y. Find the eigenvalues of A — ¢ - Iy for ¢ € R.
e Prove that if A € RV*N has an eigenvalue of multiplicity &, then
RE(N —k) < N.
e Finally, prove that
Ry (N/2) < N.
Problem 5 (Matrix Norms). Let M € C™*™ be a matrix, k¥ = min(m,n), and r = rank(M). Let
oo(M)>...>20,(M)>0,p1(M)=...=0,(M)=0

1/2
be the singular values of M. Let |M|r = (221 > |M”|2> and [|[M|lz = sup,, % be the
Frobenius and spectral norms of M. Prove that

1/2
e the Frobenius norm is the root sum of squares of the singular values: |M||r = (Zle o?(M )) ;

e the spectral norm is the largest singular value: |[|[M||s = o1(M);

e if M’ is a submatrix of M, then o;(M') < 0;(M). In particular, | M'||2 < ||M]|2.



